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Case for Fast Reactor Simulations 



Simulation based High-efficiency  Advanced Reactor 

Prototyping (SHARP) 



Schematic diagram of a fast reactor 



Homogenization at various levels 

Homogenized 

assembly 

Homogenized 

assembly internals 
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pin cells 
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assembly 



Fine Detail: Wire Wrapped Pins in Subassembly 



UNIC: Neutronics Module in SHARP 



The Steady State Transport Equation (p46 in Lewis) 

The neutron flux (neutron density multiplied by speed) 

The total probability of interaction in the domain 

The scattering transfer kernel 

The steady state multiplicative fission source 

If a fixed source is present then k = 1 

The multiplication eigenvalue 



Solving the Eigenvalue Problem 

Standard eigenvalue notation: 

Cast the transport equation as a pseudo matrix-vector operation 

T = streaming/collision/scattering   F = fission 



 k-Eigenvalue Power Iteration 



Features of Second Order Form Solutions in UNIC 
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ABTR Whole-Core Calculations 

Angular 

Directions 

Spatial Mesh Approximation 

78243 113873 461219 671219 785801 

32 -241 -233 -69 -64 -59 

50 -220 -210 -47 -40 -37 

72 -225 -217 -51 

98 -216 -207 -43 

288 -216 
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ZPPR-15 Critical Experiments 

Computational Mesh and Example Flux Solutions of ZPPR-15 Critical Experiment  

Flux expansion order Scattering order Eigenvalue 

P1 P1 0.99258 

P3 P3 0.99640 

P5 P3 0.99651 

Monte Carlo (VIM) 0.99616±0.00010 



Over a period of 30 

years more than a 

hundred Zero Power 

Reactor (ZPR) critical 

assemblies were 

constructed at Argonne 

National Laboratory.   

ZPR-3, ZPR-6, ZPR-9 and 

ZPPR, were all separate 

fast critical assembly 

facilities with each 

machine being used for 

thousands of individual 

experiments 

ZPR-3 



ZPR Test Problem 
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A ZPR calculation is the first step to full core heterogeneous reactor calculations 

Up to 50 million vertices (~equivalent to 200 million PARTISN finite difference cells) 

100+ angles with P5 anisotropic scattering 

100 energy groups 

No thermal-hydraulics considerations (i.e. clean comparison, MCNP/VIM solvable) 



Parallelism in Space, Angle, and Energy 

Hierarchical Partitioning by using MPI 

communicators 

Parallelization in every dimension is 

important (to avoid per-core memory limit) 

User defined MPI communicators are not 

always optimized for mapping to cores  



Performance on Blue Gene/P – Strong Scaling 

Total  

Cores 

Vertices/ 

Process 

Total Time 

(seconds) 

Parallel 

Efficiency 

8,192 7,324 2,402 100% 

16,384 3,662 1,312 92% 

24,576 2,441 873 92% 

32,768 1,831 637 94% 



Performance on Blue Gene/P – Weak Scaling 
ANL: 40 racks (163,840 cores); JSC: 72 racks (294,912 cores) 

Total 

Cores 

4   

Angles 

Total Time 

(seconds) 

Weak 

Scaling 

32,768 32 579 100% 

73,728 72 572 101% 

131,072 128 581 100% 

163,840 160 691 84% 

294,912 288 763 76% 



Performance on XT5 
Recently upgraded hex-core system, 2.6 GHz, 225K total cores 

Total 

Cores Total 

Cores 

4   

Angles 

Total Time 

(seconds) 

Weak 

Scaling 

16,512 32 1891 100% 

37,152 72 1901 99% 

66,048 128 1829 103% 

103,200 200 2050 92% 

148,608 288 2298 82% 

222,912 432 2517 75% 



Performance Optimizations 

 



Performance Optimizations –  
Execution Time Reduced by a Factor of 4 on 16,384  Cores 

 



Assessing the Single Core Performance 

 



Stream Benchmark on Cray XT5 and BlueGene/P  
(MB/s for the Triad Operation) 

Threads 

per Node 

Cray XT5 BlueGene/P 

Total Per Core Total Per Core 

1 8448 8448 2266 2266 

2 10112 5056 4529 2264 

4 10715 2679 8903 2226 

6 10482 1747 - - 



Ideal Sparse Matrix-Vector Performance  

Required: 6 bytes/flop 



Summary 
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